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Abstract

Despite the existence of sophisticated statistical methods, systematic reviews regularly indicate that single-case experimental designs (SCEDs) are predominantly analyzed through visual tools. For the quantitative aggregation of results, different meta-analytical techniques are available, but specific visual tools for the meta-analysis of SCEDs are lacking. The present article therefore describes the use of violin plots as visual tools to represent the raw data. We first describe the underlying rationale of violin plots and their main characteristics. We then show how the violin plots can complement the statistics obtained in a quantitative meta-analysis. The main advantages of violin plots as visual tools in meta-analysis are (a) that they preserve information about the raw data from each study, (b) that they have the ability to visually represent data from different designs in one graph, and (c) that they enable the comparison of score distributions from different experimental phases from different studies.
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In single-case experimental designs (SCEDs) a single entity (e.g., a classroom) is measured repeatedly under different conditions of one or several independent variables (e.g., token economy) (Barlow et al., 2009). Parametric significance tests such as $F$ or $t$ are usually not applicable for the analysis of SCED data (Toothaker et al., 1983), because data obtained via SCEDs do not meet the assumptions of these tests (e.g., normally
distributed data). Systematic reviews regularly indicate that visual analysis is by far the most preferred data analysis technique among applied SCED researchers (Smith, 2012; Tanious & Onghena, 2021, 2022) despite the availability of sophisticated statistical techniques (Busse et al., 2015; Manolov & Moeyaert, 2017). When aggregating results within or across SCEDs, a meta-analysis can be performed. Meta-analyses are relevant for identifying evidence-based practices (Schlosser & Sigafoos, 2008), and are also useful in the context of the current emphasis on replication (Hedges, 2019). The application of meta-analyses for SCEDs has been rising steadily over the past 30 years (Jamshidi et al., 2018), with an exponential increase over the past decade (Becraft et al., 2020). However, in spite of the strong preference of applied researchers for visual analysis at the individual study level, visual tools for meta-analytical purposes in the SCED context have not yet received sufficient attention. Consequently, the present article presents a visual analytical tool for this purpose: the violin plot.

Framing of the Current Proposal

Top-Down Versus Bottom-Up Meta-Analysis of SCEDs

When meta-analyzing SCEDs, one can roughly distinguish between top-down and bottom-up models for effect size estimation (Parker & Vannest, 2012). Examples of models for top-down meta-analysis include hierarchical linear or multilevel modelling (Van den Noortgate & Onghena, 2003, 2008) and the between-case standardized mean difference (Shadish et al., 2014). Typically, these models yield an overall effect size that expresses the average treatment effect and can potentially give information about the generality of the effect (Van den Noortgate & Onghena, 2008).

However, these techniques reveal relatively little about the large amount of raw data from which the effect size was computed. In addition, these techniques are not commonly used in meta-analyses (Jamshidi et al., 2022; Natesan, 2019), probably because they are not well understood by practitioners. Specifically, using multilevel models requires making several complex modeling decisions that may have an impact on the validity of the estimates (Baek & Ferron, 2020; Moeyaert et al., 2016). Moreover, such top-down techniques may not align well with the dominant visual analytical approach, and reduce a large amount of raw data to a single omnibus effect size (Barbosa Mendes et al., 2022) that may not thoroughly capture the complexity of the data (Parker & Vannest, 2012).

In contrast, “the term ‘bottom-up’ refers to an analytic strategy that proceeds from visually guided selection of individual phase contrasts (the ‘bottom’) to combining them to form a single (or a few) omnibus effect size representing the entire design (the ‘top’)” (Parker & Vannest, 2012, p. 255). Following this approach, the current proposal is meant to supplement top-down techniques by visually representing the raw data from which effect sizes are calculated. The current proposal may be considered “the bottom” because the graphs visualize the raw data which can inform further decision-making in the analytical process. The visual tools presented here do not yield an effect size
themselves. As such, the presented visual tools do not require any assumptions about the data and can combine data from many different types of SCEDs. At the same time, they can inform about specificities of the data that should be taken into account for further analyses because “analyses prescribed by design-type or template may need to be revised in light of actual data obtained” (Parker & Vannest, 2012, p. 256).

**Complementarity of Visual and Statistical Analyses for SCEDs**

Following this logic, the current proposal builds on the complementarity of visual and statistical analyses for SCEDs. Visual analysis has a long-standing tradition in SCED data analysis and continues to be the most dominant mode of analysis. At the individual study level, it has been recommended to combine visual and statistical analyses (Harrington & Velicer, 2015; Manolov & Moeyaert, 2017). At the individual study level, visual analysis usually relies on the interpretation of time-series graphs of the raw data (e.g., Kratochwill et al., 2010), although proposals have been made for visually assessing the consistency of summary measures (Manolov & Tanious, 2022). Currently, in the context of SCED meta-analysis, visual representations are restricted to summary measures only. Examples of such plots include forest plots, caterpillar plots, and funnel plots (Fernández-Castilla et al., 2020), as well as the L’Abbé plot (Anzures-Cabrera & Higgins, 2010). To further strengthen the complementarity of visual and statistical analyses in the meta-analytical SCED context, the current proposal extends existing plots by introducing the possibility to visually represent the raw data of different experimental conditions from which effect sizes are calculated through multiple violin plots.

**Violin Plots**

**Basic Features**

The violin plot was formally introduced by Hintze and Nelson (1998) as an adaptation of Tukey’s (1977) box plot in combination with density traces. In their development of the violin plot, Hintze and Nelson built on previous work by Benjamini (1988) who suggested opening the box of a boxplot to “convey information about the density of the values in a batch” (p. 257). One variation of the boxplot introduced by Benjamini was the vaseplot: “A boxplot where the width of the box at each point is proportional to the estimated density there” (p. 259). Thus, the vaseplot—and its successor the violin plot—do not depict raw data, but rather the estimated density of scores that fall within a given interval. The width of the violin plot on each side may be interpreted as a smoothed histogram of data density (Hu, 2020). The advantage of this is that the graph remains readable with the possibility to include graphical descriptions of summaries as well (Benjamini, 1988). In addition, it is possible to add information about the raw data by jittering data points randomly along the x-axis to avoid cluttering (Benjamini, 1988).
Initial Illustration of the Basic Features

Violin plots can easily be constructed with very little programming knowledge, for example using R. Consider Figure 1 as an illustrative example. These graphs were created in R using the ggplot2 package (Wickham, 2016). A beginner’s tutorial for constructing violin plots in R using the alternative vioplot package is available in Hu (2020). The data sets and R-code used for creating the figures in the present article are available at the Supplementary Materials section. Figure 1 shows violin plots that combine the aggregated data of three A–B comparisons. A baseline condition is compared to self-management for a participant called Tony, diagnosed with Autism Spectrum Disorder, with the target behavior being the percentage of appropriate verbal responses in three different contexts (clinic, community, and school). The raw time-series graph is available in the Supplementary Materials. The data were gathered by Koegel et al. (1992) and are part of a multiple-baseline design across participants and across contexts. It should be highlighted that Figure 1 contains the data of only one participant. The violin plots are thus not restricted to the meta-analytic level, but can also be used at the individual level if researchers wish to use an alternative graphical representation next to the traditional time-series graph.
Figure 1

Violin Plots for the Koegel et al. (1992) Data for Participant Tony

Note. The upper panel shows the basic violin plots. The lower panel shows the same violin plots with the addition of a boxplot and jitter of the raw scores. Blue indicates clinical setting, green indicates community setting, and black indicates school setting.

The upper panel of Figure 1 shows the basic violin plots for the two time series. It can clearly be seen that the scores for Phase A are lower, with a greater density of values below 50. In contrast, the data from Phase B show a clear negative skew, as there is a greater density of scores above 75, and there are no values below 50. The lower panel of Figure 1 shows the same violin plots with the addition of the familiar box plots (in red) and the jittered raw scores (blue color is used for measurements from the clinic context, green color for the community context, and black color for the school context). These added graphical features reveal additional information. The boxplot reveals more clearly the positive skew of the central 50% of the data (the length of the box representing the range between the 25th and 75th percentile) in Phase A, with values more tightly grouped between the 25th and the 50th percentile. In contrast, there is a negative skew
in Phase B that is related to the presence of several values close to the third quartile (the upper line of the box marking the 75th percentile). Moreover, it is clear that the central 50% of the Phase B data, marked again by the length of the box, is greater than the 75th percentile of the baseline data (i.e., above the upper limit of the Phase A box). The jitter reveals that Phase A has more scattered measurements. It can also be seen that there are two values below 25 and two values close to 100, with a median approximately equal to 50 (with five values very close to it). Regarding the B values, there are two values exactly equal to the median (around 85) and three values equal to 100. The main difference between settings (marked by the different colors) can be seen in terms of higher (better) baseline values for the community (green) setting, which are all above the 25th percentile of all baseline data considered together. In contrast, the baseline values for the clinic (blue) context are lower (worse), in that they are not very present above the 75th percentile.

**General Considerations for Using the Violin Plot**

**Visual Features**

As shown in Figure 1, two additional visual features are the boxplot and jitter. We recommend to always add these features to the basic violin plot. Both the boxplot and jitter can be customized. For the box plot, it is mainly the width of the box that can be customized for improving the display, although this dimension—unlike the length of the box—does not convey any information about the data. To increase the readability of the graph, we recommend setting the width of the box plot so that it overlaps as little as possible with the boundaries of the violin plot. In addition, the color of the boxplot can be changed so that it differs from the color of the violin plot and jitter. It is of course also possible to change the color of the violin in case of a large number of data points where the jitter may overlap with the violin.

Similar to the interval width for density estimation in the violin plot, the width of the jitter along the x-axis can be changed. As mentioned previously, the data points are jittered along the x-axis to avoid cluttering of points (Benjamini, 1988). This entails that data points which are parallel on the x-axis represent the same value on the y-axis. Changing the width of the jitter will spread the jitter more narrowly or widely along the x-axis. If the jitter width is set too narrowly, the data may seem cluttered, but it can also help in identifying clusters. If the jitter is set too widely, it may become difficult to identify which data points belong to the same value on the dependent variable. In addition, it may create overlap between the jitter from different groups and make the underlying box and violin plots difficult to read. Therefore, we recommend to start with a narrow jitter width and increase gradually until a satisfactory visual representation has been found.
Interval Width and Reproducibility

A crucial consideration when using vase or violin plots is the setting of the interval width $h$ (cf. Equation 1 in Hintze & Nelson, 1998). In other words, what is the width of each interval for which the density is estimated? This is analogous to setting the bin width in a histogram. Histograms representing the same data may look completely different depending on the bin width. For example, if the bin width is set too narrow, the histogram will show a spike for each data point, especially in the case of small sample sizes. If the bin width is set too wide, the distribution may appear overly smooth.

Regarding the optimal interval width for violin plots, Nelson and Hintze recommend 15% of the data range as a general rule of thumb. If a violin plot is constructed in R, the default setting for the interval width uses Silverman’s (1986) rule of thumb which “defaults to 0.9 times the minimum of the standard deviation and the interquartile range divided by 1.34 times the sample size to the negative one-fifth power” (R Core Team, 2018). A discussion of the limitations of this approach and a possible alternative approach are discussed in Hall et al. (1991). In R, it is possible to change the interval width manually. We recommend doing so only with sufficient statistical knowledge and if deemed necessary to better represent the data. If this is done, it should be explicitly communicated which density estimation method has been used to ensure reproducibility. In addition, it is recommended to use the set.seed() command for setting a fixed seed to make the jittered violin plot reproducible (Sidiropoulos et al., 2018).

Requirements for Using Violin Plots in SCED Meta-Analysis

Measurement Unit of the Dependent Variable

It is important that all data points represented on adjacent violin plots are measured on the same scale. This can be achieved in four ways. First, it is possible to ensure during the study selection process that all included studies used the same measurement unit (e.g., percentage of a certain behavior). If practically feasible, this is the preferred method. Second, it is possible to transform the scores from studies that used a different measurement unit than the majority of studies. For example, if the main interest for a SCED meta-analysis is the percentage of time spent on-task by children with conduct problems, it is possible to transform scores from studies using other measurement units to percentages. If some studies used time spent on-task, it is possible to transform the time spent-on task to percentages by dividing it by the total time and multiplying with 100. However, it should be noted that sufficient background knowledge about the studies using other measurement units is required for this approach. Thus, insufficient reporting (Barbosa Mendes et al., 2022) may be a limitation for following this approach. Third, it is possible to create separate adjacent violin plots for each different measurement unit. Finally, it is possible to standardize all data as has been suggested in the context of SCED meta-analysis (Van den Noortgate & Onghena, 2008). In the context of the current
proposal, this approach entails dividing each data point by the within-phase standard deviation.

**Number of Measurements**

*Hintze and Nelson (1998)* recommend that “as a rule of thumb based on practice, the density trace tends to do a reasonable job with samples of at least 30 observations” (p. 183). It should be stressed that both the number of baseline and intervention data points should reach this minimum requirement. However, in the context of SCED meta-analysis this will rarely be a concern given that systematic reviews have found the median number of data points per participant to be 20 (*Shadish & Sullivan, 2011*) for single designs and between 25 and 67 for embedded designs (*Tanious & Onghena, 2022*). Even if the number of data points is usually shorter for baseline phases with the modal number being six (*Smith, 2012*), when aggregating the results from one or several studies, there should generally be a sufficient number of data points.

**Demonstration**

**The Losinski et al. Meta-Analysis**

To demonstrate the use of violin plots in SCED meta-analysis, we make use of the meta-analysis of SCEDs conducted by *Losinski et al. (2014)* “focusing on interventions based on the assessment of contextual variables (i.e., circumstances that form the setting for the behaviors)” (p. 407). In total, Losinski et al. included 24 studies. For each of the studies, Losinski et al. calculated three effect sizes: standardized mean difference (SMD) (*Busk & Serlin, 1992*), percentage of non-overlapping data points (PND) (*Scruggs et al., 1987*), and improvement rate difference (IRD) (*Parker et al., 2009*). For effect size calculation, the studies were grouped into three behavior types: disruptive behavior (*n* = 16), on-task behavior (*n* = 10), and stereotypical behavior (*n* = 4). Before proceeding with any further analyses, we assigned each of the included articles a unique identification number ranging from 1 to 24.

**Percentage of Disruptive Behavior**

*Figure 2* shows the jittered violin plots with integrated boxplot for the percentage of disruptive behavior. For visual clarity, the violins are shown in blue. The raw data from each study were extracted from the published graphs using GetData Graph Digitizer 2.26 (*Fedorov, 2013*). *Figure 2* contains the raw data from 12 studies with 278 baseline (A) and 502 intervention (B) data points. The data points are colored according to the article from which they were extracted. Four out of the 16 studies measuring disruptive behavior used other measurement units that could not easily be converted to percentages. The data in *Figure 2* stem from phase designs (*n* = 5), multiple baseline designs (*n* = 5),...
changing criterion designs ($n = 1$), and a reversal with embedded alternating treatments design ($n = 1$).

**Figure 2**

*Violin Plots for Percentage of Disruptive Behavior in the Losinski et al. Meta-Analysis*

As shown by the boxplots, the median percentages of disruptive behavior are 31% for baseline data points and 1% for intervention data points. The third quartile (i.e., 75th percentile) lies at 69% for baseline measurements and 6% for intervention phase measurements. The violin plots show that by far the largest density for intervention measurements lies at 0% whereas the density is distributed more evenly over the whole range for baseline measurements. The density for the intervention data points gets narrower with higher percentages. The jitter clearly shows that there are only a handful of data points above 30%. At the same time, the jitter shows that for the baseline data points, there is also a non-negligible number of data points with 0% disruptive behavior.

To the left of the baseline violin plot and to the right of the intervention violin plot, the mean value per study can be found, following the same color scheme as the raw data. The size of the mean squares is proportionate to the number of measurements from which they were calculated. There are only 11 baseline mean squares because one study did not include baseline data. With the exception of two baseline means, all interventions means are lower than the baseline means. However, one of those two baseline means (pink square) contains the largest number of observations as evidenced by the size of the square. At the same time, the intervention mean is much smaller for that study and the pink intervention data points are mostly clustered around 0%. One study (brown square) already showed a relatively small mean percentage of disruptive behavior during base-
line measures, which was still reduced to some extent during intervention measures. The lowest intervention mean (olive green square) lies at 0%, a reduction of 30% compared to baseline measures.

The mean effect sizes (accompanied by the standard deviation in parenthesis) calculated by Losinski et al. for all studies assessing disruptive behavior were SMD: −3.08 (2.18), PND: 79% (34.84%), and IRD: 87% (18.77%). Visual representations (and summary measures) as shown above can be valuable complements to these summary measures by giving more information about the score distributions. While effect size measures are important measures of intervention effectiveness, they reduce a vast amount of raw data to a single number.

**Percentage of On-Task Behavior**

*Figure 3* shows the jittered violin plots with integrated boxplot for the percentage of on-task behavior. Two studies represented in the violin plots measured the dependent variable in terms of percentage off-task. The data from these studies were transformed with the formula 100% − % off-task. *Figure 3* contains the raw data from nine studies with 186 baseline (A) and 287 intervention (B) data points. One study assessing the on-task behavior used a measurement unit that could not be converted to percentages. The plot represents data from phase designs (n = 4), multiple baseline designs (n = 3), and alternating treatments designs (n = 2). The visual features are the same as in *Figure 2*.

*Figure 3*

*Violin Plots for the Percentage of On-Task Behavior in the Losinski et al. Meta-Analysis*
The boxplots show a median percentage of on-task behavior of 50% for baseline measurements and 94% for intervention measurements. The third quartile is 73% for baseline data points and 99% for intervention data points. This reveals that the percentage of on-task behavior was already relatively high during baseline measures. However, the boxplots also show that the spread of the scores is much higher for baseline measurements. The violin shows that the density of the baseline scores is relatively even over the whole range of percentages. In addition, the boxplot shows that there are no outliers for the baseline measurements which is supported by the even vertical spread of the jitter. For intervention measurements, the density is much higher on the upper end of the scale and narrows towards 60%. The jitter supports this by showing that there are very few data points below 60%, which are all outliers according to the boxplot.

Two studies did not include baseline data, so that there are seven baseline mean squares and nine interventions mean squares. The mean squares reveal that four intervention phase means are either under or close to the highest baseline mean (light purple square). This highest baseline mean has slightly increased during intervention. The largest baseline square (light blue) lies clearly under 50% of on-task behavior, which has increased to over 75% after the intervention. The two largest intervention squares (salmon pink and olive green) are the ones showing the highest percentage of on-task behavior and both are higher than the highest baseline mean. Four out of the seven baseline mean squares are above 50%, supporting the information from the boxplot that the percentage of on-task behavior was already relatively high during baseline measure.

The mean effect sizes (accompanied by the standard deviation in parenthesis) calculated by Losinski et al. for all studies assessing on-task behavior were SMD: −2.93 (2.32), PND: 84% (30.83%), and IRD: 88% (25.46%).

**Discussion**

The current article demonstrated the use of violin plots as visual tools in the meta-analysis of SCEDs. Complementing statistical top-down procedures and graphical representations of summary data (Anzures-Cabrera & Higgins, 2010; Fernández-Castilla et al., 2020), the violin plots represent the raw data and mean scores of the studies included in a meta-analysis. This enables, for instance, exploring whether all intervention means (or raw data points) represent an improvement over the corresponding baseline means (or raw data points) or comparing the best study (mean or raw data) in terms of baseline performance to all studies (or to the best or the worst) in terms of intervention phase performance. In summary, more nuanced comparisons are possible, beyond merely stating whether the overall mean difference represents an improvement or not.

The violin plots can contain data points from different designs. The integration of data points from ABAB designs (and extensions of it) and multiple baseline designs seems straightforward. A-phase data points are represented in one violin and B-phase
data points are represented in another. One issue pertaining to meta-analyses of SCEDs is the question how to integrate data from changing criterion designs and alternating treatments design (Manolov et al., 2022; Shadish et al., 2013). Here, we followed one of the possible approaches for integrating changing criterion designs using the baseline and last intervention phase data points (Manolov et al., 2022; Shadish et al., 2013). While this may lead to a potential loss of information, it may also be argued that the last sub-phase is the one including the final desired level and preceding sub-phases are only used as intermediate steps (Hartmann & Hall, 1976). Moreover, certain sub-phases may include reversal to lower criterion levels to increase experimental control (Klein et al., 2017), which may lead to underestimating the intervention effect. For alternating treatments designs, comparing a baseline and intervention condition, the data can be included in the same way as for ABAB and multiple baseline designs, despite not following a phase structure.

The Necessity of Data Availability and Operational Definitions

The use of violin plots, just like other SCED meta-analytical tools, requires the availability of the raw data from the included studies. For the sake of transparency and reproducibility, authors would therefore make the raw data available (Tate et al., 2013). If the data are not available in raw form, they can still be extracted from the published graphs if the studies include the original time-series graphs.

In addition, as noted by Losinski et al. (2014), not all researchers are equally objective in operationally defining target behaviors. For example, “‘off task’ could mean doodling, talking to peers, head on desk, and so forth. Yet some studies never go on to objectively define ‘off task’” (p. 411). For the violin plots to be a meaningful representation of the raw data—as well as for the meta-analysis itself—it is important that the included studies represent the same underlying concept. A related point, mentioned previously by Losinski et al., is that measurement units must be the same. This is not only a consideration for the current proposal, but SCED meta-analysis in general: “It is necessary to standardize reported DV [dependent variables] values for analysis by converting them into a percentage and setting the upper and lower limit of the y-axis on all studies to 100 and 0” (Losinski et al., 2014, p. 411). The approach of Losinski et al. to re-scale the original y-axis is less recommended because it may skew the results as well as not aligning well with the original measurement of the dependent variable. If it is not feasible to select studies that report dependent variables in the same measurement unit, the scores can either be converted to the same measurement unit if sufficient information is available, or they can be standardized by dividing by the within-phase standard deviation.
Limitations and Future Research

The first limitation concerns the density estimation method used for constructing the violin plots. Depending on the density estimation method used, the violin plots may look somewhat different. Nevertheless, when the actually obtained measurements are added (jittered) to the plot, it is still possible to assess their distribution and concentration, independent of the density plot.

The second limitation relates to the number of data points contributed to the violin plots by each study. Studies with a higher number of data points may disproportionately affect the density curve. However, with the colored jittered raw scores and mean squares—whose size is proportionate to the number of data points—this limitation may be mitigated. Moreover, in meta-analysis it is expected (and desired) that studies with more measurements contribute to a greater extent to the overall quantification (i.e., have greater weight). Thus, this relation between number of data points and density is not necessarily a limitation. At the same time, it should be noted that with an increasing number of included articles, it may become difficult for the human eye to distinguish between the many different colors.

The third limitation refers to the need for all data to be expressed in the same measurement units. This may lead to working only with part of the data. However, any kind of summary of the data within a study (e.g., representing the data from a given phase using a mean or trend line or an effect size), entails a loss of data, as well as the assumption that the summary is an adequate representation of the raw measurements. Four ways for addressing this potential limitation have been presented in the text (selecting studies that report the same measurement unit, converting scores to the same measurement unit, standardizing the scores, and presenting separate adjacent violin plots per measurement unit).

Regarding future research, field tests of the conclusions that applied researchers could reach regarding a set of studies included in a meta-analysis, when interpreting independently quantitative summaries (e.g., SMD or non-overlap indices), forest plots, and violin plots may be conducted. It could be evaluated whether these three kinds of information lead to similar conclusions. Moreover, it possible to study whether the conclusions of applied researchers based on quantitative summaries, change after they are shown graphical summaries (e.g., forest plots) or violin plots and whether any potential changes are mainly attenuating or emphasizing the perceived degree of intervention effectiveness. Additionally, the social validity of the results needs to be taken into consideration (Snodgrass et al., 2018), as it is a relevant piece of information, when expert judgment is applied to assess the impact of interventions (Imam, 2021).

Another avenue for future research is to assess the potential of the violin plots at the individual level, for example in the context of MBDs. In case of a sufficiently high number of data points, it would be possible to make side by side violin plots of baseline versus intervention for each setting. This would allow a quick assessment of the score.
distributions as a supplement to the traditional time-series graphs. In that context, the minimum required number of data points for obtaining meaningful violin plots in the SCED context may be further explored as well.
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